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1 Introduction

An object system consists of acollection of objectsand their relations; each object
hasastate (e.g., local variables) and abehavior (set of actionsit may execute) and
the global behavior of a system is described in terms of interactions between its
objects.

When dealing with object systems, the manipul ation of namesis crucial to such
en extent that an obj ects has been defined as* any entity in asystem which deserves
aname...” [7]. Furthermore, some authors have stated that the discipline of object-
oriented programming is all about manipulating object names (e.g., [8]).

I'n object systems, some of the main objectives of anaming scheme are; to des-
ignate an object, to distinguish between objects independently of their state; to
communicate to other objects the knowledge about some objects; to ease the de-
sign of algorithms and the description of recursive data structures. Furthermore,
anaming scheme should be stable and reliable, that is, names must remain valid,
and keep denoting the same objects when the system changesits state.

In order to achieve these goals, the existing naming schemes either use an ap-
proach based on global names (e.g., the name of an object is an intrinsic property
which distinguishesit from the other objects) or they use hierarchical namesbased
on the location of the objects (e.g., email addresses).

On the other hand, locality of names and independence on the location aretwo
very desirabl e characteristics of anaming scheme, and to date no proposal isavail-
able with such properties. Moreover, the existing naming schemes are not com-
patible; this fact gives rise to major problemswhen dealing with open systemsin
which the different components use different naming schemes. Thisis due to the
lack of aunifying, formal specification of nhamings.

In this paper we propose a general approach to naming based on the notion
of sense of direction [2], which can be used as a framework where to study and
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compare new naming schemes. Classical approaches like global naming can be
modeled by this framework; our approach, however, is suitable for the creation
of more flexible local naming sheme. More precisely, naming schemes based on
sense of direction represent thefirst proposal where: objectsuselocal namesto re-
fer to other objects, there are mechanismsfor the non-ambiguous communication
of names (i.e., an object receiving a name from another object understands who
that object is referring to), and names are | ocation-independent.

The paper isorganized asfollows: in Section 2 we introducethe ploblem of ob-
ject naming, we discuss some of the approaches commonly used, and we identify
the properties that a good naming scheme should have; in Section3 we introduce
the notion of sense of direction; in Section 4 we propose a new general approach
for creating naming schemes based on sense of direction; finally, in Section 5 we
show how to model the classical global naming with sense of direction, and we
propose a new good naming scheme.

2 ObjectsNaming

Object Systems.  Anobject system consistsof objectsandinterrel ationsbetween
them; its behavior is described in terms of interactions between its constituant ob-
jects. Each object has a state denoted by the value of its attributes (local variables)
and a behavior which denotesthe set of actionsit may execute. In addition, an ob-
ject may have attributes which refer to other objects. Different models of object
interactions exist. Two well-known models are:
1) asynchronous message passing, i.e. interaction by sending messages. In this
model, an object “knows’ the other object and it uses areferent to that object for
sending amessage to it.
2) synchronous communication by rendezvous: In this case thereis no initiator for
the communication. The objects involved in the communication agree on certain
conditions, and they know each another when the communication occurs. This|at-
ter model is more abstract than the previous one.

In the following we shall consider the asynchronous message passing model,
however our results holds also for the synchronous one.

From Global to Local Naming. As mentioned in the introduction, an object
naming scheme should associate names to object independently of their state, it
should allow objects to exchange knowledge about other objects, it should be sta-
ble and reliable.

An approach that has been followed to achieve these goals is to name objects
based on their identity, where the identity of an object is an intrinsic property of
that object that uniquely distinguishes it from the others. Such an approach has
however a major drawbacks: it implies the need of maintaining global names. In
distributed object systems, the management of global namesisvery expensiveand
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often impossible when the system is large and dynamic. Furthermore, distributed
object systemsare often open systemsthusit must be easy to connect them without
changing the names of the objects; such atask cannot be achieved efficiently if the
object naming is global. Thus the need of local names.

In order to have alocal naming scheme, different alternatives have been pro-
posed. Asafirst step towardsfinding adequate sol utionsto this problem, Wieringa
and de Jonge [15] have formalized naming in object systems. However, their for-
malization is geared towards a single, specific property of naming which is the
ability to count objects based on their namesand ...

?7?COMMENT: Herel don’t understand very well. Arethey proposing local names
or they dtill use aglobal approach ? In caseit is global, in what senseit is afirst
step toward locality ?

In Open Distributed Computing, and CORBA systems, the need of local nam-
ingiscrucial. In both systems the approachesto this problem are characterized by
the idea of grouping object names based on certain criteria giving rise to hierar-
chical naming schemes.

Inparticular, in Open Distributed Computing [9], it hasbeen introduced the no-
tion of naming context. A naming context is arelation between objects and names;
when an object isintroduced into anaming context, anameisboundtoitin such a
way that objects in the same naming context have all distinct names. Thus, global
naming is required only within a naming context, while objects in different nam-
ing contexts are allowed to have the same name. A naming context is an objectin
itself and, as such, it can be referenced (i.e., it has a name) and it can belong to
one or more naming context provided that different naming context belonging to
the same naming context are distinguishable. When an object needs to reference
an object in the same context it just uses its name; otherwise the reference to the
object must contain its name and the list of context which have to be “traversed”
in order to get to the object.

?7?COMMENT: | know, this sentenceis not clear, | wastrying to explain in other
words Dunia' s sentence about the federation (Objects from a naming context must
can reference objectsin other naming contexts; in order to do that the two naming
contexts must be “federated” in athird naming context in which they are denoted
by distinct names. ) which was not too clear either ....

A similar approach is taken in CORBA systems [14] and DCE implementa-
tions[1].

?72COMMENT: What is DCE ? before using the abbreviation we should say what
it staysfor (samefor ODP ...etc. )




4 Distributed Data

In CORBA, we have the same concept of naming context and names are struc-
tured. They consist of a handle and a remainder. The handle usually represents a
naming context while the remainder representsthe path from the handle to the ob-
ject. In DCE, the concept of naming context is replaced by that of a cell. Cells
can be combined like federating naming contexts. In addition, in DCE, thereis a
unigque universal object identifier (UUID) associated to each component of DCE.

The results of al these approachesis a hierarchical scheme where an object
must use a*“ path” of naming contexts (or ...) to denote another object. Evenif local
names are allowed within acertain area, locality is only apparent and the resulting
schemeis till global. Moreover, names are highly sensitive to location.

Anothe major problem related to these approachesisthe following: consider a
distributed system consisting of an ODP component, a CORBA component, and a
DCE component. Although the naming of these components could be compatible,
we still have different interpretations of naming in these components.

?7? COMMENT: | don't understant what you mean. From what iswritten it looks
to methat the approaches are exactly the same, in one case they speak about nam-
ing context, in another of cell .... but it’s not clear why the schemes cannot be com-
bined in the same system. Dunia, could you maybe add a sentenceto better explain
that ?

Thisis caused by the lack of aformal specification of these namings. In order to
devise an adeguate sol ution for the above problem, we need aframework in which
to answer to deep semantic questions concerning naming, and to propose solu-
tions based on semantic coherence and theoretical feasibility. For instance, if the
retained solution has to be integrated in alanguage such as C++ or Java, it hasto
beformalized. Finding such aframework isnot an easy task. It requiresexamining
the impact of object naming on the definition of objects and how objects interact.
Ultimately, it affects how we use the object paradigm. However, such aframework
would be necessary for demonstrating the adequacy and consistency of a naming
mechanism.

Good Naming Schemes. From the study of the existing techniques for object
naming it clearly emerges the need of a genera approach. Furthermore, a good
naming scheme should have the following properties:

1. Locality.

Objects use local names to refer to other objects. To avoid local ambiguity, each
object uses different names for referencing different objects.

2. Mechanisms of name communication.

The scheme providesmechanismsfor the non-ambiguouscommunication of names;
i.e., an object receiving a name, understands with no ambiguity what is the object
denoted by that name.
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3. Location Independent.
The naming scheme does not change when objects are physically moved.

3 Sense of Direction

In this section we introduce the notion of sense of direction.

Sense of direction is awell known property of labeled graphs that has been
extensively studied in the context of distributed computing (e.g., [2, 6, 5, 10, 4,
11, 12, 13, 16]) and that can be used to provide good object naming schemes.

Let G = (V, E) beagraphwhere nodes correspond to objectsand edges corre-
spondto referencelinks between objects. Let E () denotethe set of edgesincident
to node x.

Every node associates a label to each incident edge; let A, (z, z) denote the
label associated by = to the edge (z,z) € E(x); such alabel denotes the name
that 2 useswhen referring to y. We denotewith A the set of al A .. The system can
thus be described by the pair (G, A). In the following we will assume that each
node can distinguish among its incident edges; i.e,, Vx € V, Ve ,es € E(z),
)\x(61> = )\w(€2> iff €1 = €3.

A pathin G is a sequence of edges in which the endpoint of one edge is the
starting point of the next edge. Let P[x] denotethe set of all pathswith = asastart-
ing point, and let P[x, y] denote the set of paths starting from node = and ending
innodey. Let A bethe extension of the labeling function A from edges to paths.

We now introduce the notion of coding and decoding function.

A coding function is a function that maps a sequence of labels corresponding
to a path in G into a value, in such a way that two sequences corresponding to
different paths starting from the same node are mapped in the same value iff the
ending point of the paths are the same.

Definition 1 Coding Function
Acodingfunction f of agraph (G, \) isafunctionsuchthat: Vz,y,z € V,Vrq €
Plz,y], m € Plr, 2] f(Aa(m)) = f(As(m2)) iff y=2

For exampl e, consider a2-dimentiona mesh wheretheedgelabelsarefromthe
set {north, south, east, west} and areassigned in the natural globally consistent
way. Intuitively, in such a system the coding function is the one that allows us to
understandthat thesequences(north, south, north, east) and (east, north) lead
to the same destination when starting from the same node.

A decoding function i for f isafunction that, given alabel and the coding of
astring (asequence of labels), returnsthe coding of the concatenation of the label
and the string. More precisely,

Definition 2 Decoding Function
Given a coding function f, a decoding function A for fissuchthat Ve, y,z € V,
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suchthat (z,y) € E(x) andnw € Ply, z], h(Az(z,y), f(Ay(7)) = f(Ae(,y) 0
Ay (7)), where o is the concatenation operator.

We can now define sense of direction:

Definition 3 [3]

Asystem (G, \), has a Sense of Direction (SD) iff the following conditions hold:
1) there exists a coding function f,

2) there exists a decoding function A for f.

We shall also say that (f, h) is asense of direction in (G, \). Several examples
of sense of directions (e.g., chartographic, chordal, neighbouring) have been de-
scribedin [3].

4 Naming Schemesbased on SD

In this Section we show that sense of direction providesageneral approach to the
construction of naming schemes.

Let (G, \) bean object system with sense of direction (f, h). Each node asso-
ciates alocal name to the other nodes in the systems; let 3. (y) denote the name
that node = locally associates to y and let us denote with 3 the set of al 3.

By definition of labeling A, we have that A, (x,y) = 5.(y); so, names that
nodes gives to their neighbours are defined by the labeling .

Object naming schemes can be constructed based on the existence of the cod-
ing function f; more precisely, the name that an object givesto another object is
either the label of the link between them (if thereis such adirect link), or the cod-
ing of a sequence of labels leading toit.

Object naming scheme (.

Given acoding function f, thelocal object naming scheme 3, for x
is constructed as follows:
_ [ Aelxyy) ifye E)
Vo, y, Bely) = { fla) otherwise
where « is the sequence of labels corresponding to an arbitrary path between x and y

The collection of al local object naming schemes g = {3, : z € V'}
constitutes the (global) object naming scheme.
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Given a graph representing an object system, many different labelings could
be constructed to have different senses of direction (e.g., see Figure 1), each one
providing a different naming scheme.

All the naming schemesbased on sense of direction areclearly location-independent
since the name an object uses for another object just depends on the labels of a
path between them and not on their location. In the following we will show that
al naming schemes based on sense of direction are not ambiguous (i.e., an object
uses different names for different objects), and that they all have mechanismsfor
the communication of names(i.e., an object receiving aname understandswho ...).

Theorem 1 Let (G, \) be a system of distributed objects with a sense of direc-
tion (f, h). The object naming scheme 3 islocally non-ambiguous, and it provides
mechanisms for the communication of names.

Proof.

To provethat thereisno local ambiguity, we haveto show that: Vz, y, z, 8. (y) =
B.(2) iff y = z. This property follows from the definition of coding function. In
fact, let ,y,2 € V,y # z,m € Plx,y] andmy € P[x,z]. By contradiction
let 6.(y) = B.(2); thisisimpossible because, by definition of f f(A.(m)) #
F(Aa(m2)).

We will show that the decoding function A provides the mechanisms for the non-
ambiguous name communication. By definition of A we have that: V(z,y) €
E(x), Vm € Py, z] h(Ae(2,y), f(Ay(7))) = f(Aa(,y) 0 Ay(m)).

By definition of 3 we have that A\, (z,y) = B.(y), f(Ay(7)) = By(z) and
Ff(Az(z,y) o Ay(m)) = Bo(2), thusit followsthat (3, (y), By(2)) = B (y). This
meansthat anode z, receiving an information about aremote node z from aneigh-
bour 3..(y)i, can“trandate” that information to understant how thisobject iscalled
inits own local view. |

Object oriented applications can thus be viewed as evolving labeled graphs
(nodes corresponding to objects and edges to references between objects). At each
point in time, an object = “knows’ the names of a subset of the other objects; the
objects that are directly linked to it in the corresponding graph. During the appli-
cation, = aquires knowledge about other objects by receiving information about
them from objects already known. Every time x receives an information about a
remote object » which was not known, it can “trandate” this information into its
local name 3, (r) and possibly referenceit thus creating anew link (z, ) labeled
with 8. (r).

Sense of Direction is thus a general framework where to study and compare
naming schemes, in fact different naming schemes can be obtained depending on
the choice of the labeling and of the coding function. In particular, some classical
naming scheme used in the literature (for example, the global one), can be now
described in terms of sense of direction; moreover, new, more appealing ones can
be defined.
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In the following Section we will show two particular instances of sense of di-
rection. Thefirst correspondsto the classical approach of global names, the second
provides a new, truly local naming scheme.

5 Examples

5.1 Global Names: Neighbouring Naming

The classical solution that uses global names for the objects in the system can be
modeled in our framework as follows.

Givenagraph (G, \), AisaNeighboringlabelingiff: V(z, y) € E[x], (z,w) €
Elz],

Az((z,9)) = A ((z,w)) iff y=w

That is, in aneighboring labeling, all the links ending in the same node x are
labeled with the same label (see Figure 1 b)). Itis easy to seethat thislabeling is
asense of direction [2]. The coding function is the following: Vr € Plzy], © =
(<x07x1>7 R (xm—lvxm»

F(Ae(m)) = Az, s ({Tim—1,Tm))

and the decoding function:
V(Io,@/o) € E(Io), Vr e P[?/O]? ™= (<y07y1>7 v 7<ym717ym>)

h(Azo ({20, 90)), f(Ayy (7)) = f(Ay, (7))

We can then construct our naming scheme:

ﬂz(y) = f(ll,l2 ,ln> = ln

Thisschemeisonly apparently local, on the contrary it corresponds exactly to the
situation where objectshaveall distinct names; infactitiseasy toseethat 5. (z) =

By(2),Vz,y, 2.

5.2 A Good Naming Scheme: Chordal Naming

A chordal labeling of agraph G = (V, E), with |V| = n, is defined by fixing
a cyclic ordering of the nodes and labeling each incident link (z,y) of by the
distance (modulo n) in the above cycle (see Figures 1 a)).

Let A beachordal labeling. Thesystem (G, \) hasasense of direction [3]. In-
fact, the coding function f is afunction that maps the sequence of labels (integer
numbers) intotheir summodulon: Vz, y,forany pathm = ((z o, 21), .- , (Tm—1,Zm)) €
P[ZE[)] .

f(Awo(ﬂ-)) = Z )\z;(xi7xi+1) mod n

=0
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(a) (b)

Figure 1: Graph with (a) Chordal and with (b) Neighboring sense of direction

It is easy to see that f(A,, (7)) isthe distance, in the fixed cyclic ordering,
between the starting node x and the ending nodes z,,, of the path. Clearly, given
adifferent path 7’ € P[xzo, z,,,], we would havethat f(A,, (7)) = f(Ag, (7)),
thus, f isacoding function.

In other words, asequence of integers corresponding to apath from x to y iscoded
into the distance between x and y in the cyclic ordering. Different sequences cor-
responding to different paths staring from and ending in the same nodes will be
thus mapped to the same value.
The corresponding decoding functionisthe following: V{z o, v0) € E(xo), V7 €
Plyo]

h(/\zo (SU(), y0)7 f(Ayo (77))) = /\Io (SU(), yO) + f(Ayo (77))

m—1 m—1
= Neo (€0, 90) + Y Ay (g, yir1) mod n = A (2,9)+ Y Ay, (4i, yi41) modn
=1 =1

As opposed to the exampl e of the previous Section, in this case we have atruly
local scheme. Consider, for example, nodez in Figure?? ..... itisreferencesas 7??
by etc .... .... exemple of communication of names. ...... etc ...

6 Conclusions
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